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ABSTRACT
Information exchange is a key process in all communication sys-
tems, including biological ones. This paper presents first results on
the study of the impact of retroactivity, the loads that downstream
modules apply on their upstream systems, on different biological sig-
naling system models. The aim is to provide analytical tools to max-
imize the reliable information exchange in biomolecular circuits.
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1 INTRODUCTION
Molecular Communication (MC) is a field of study that is earning
relevance in recent years [1]. There exist several works investi-
gating parallelisms between well-known telecommunication and
MC models — e.g. broadcast channel and multiple input multiple
output (MIMO) channel — and evaluating information exchange
performances in different biological scenarios [2, 3].

Systems biology is a discipline that studies natural systems [4],
while synthetic biology studies how to engineer them [5]. Both
these two subjects are other promising fields of study. Among the
concepts that have been explored in these areas, a key phenome-
non is that of retroactivity. Retroactivity, not to be confused with
feedback, is the back action from a downstream system connected
to an upstream one, which is observed in biomolecular systems [4].
A review of retroactivity for different signaling systems and genetic
circuits can be found in [6].

We aim to investigate the impact of the retroactivity on the
information exchange for different MC systemmodels. The ultimate
objective is to lay foundations of how to maximize the reliable
information exchange in different scenarios. In the following, we
illustrate preliminary results we achieved in this direction.
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2 RETROACTIVITY AND INFORMATION
EXCHANGE PERFORMANCE

In the following, we will consider different MC models, which
recall in some aspects well-known telecommunication systems.
The common thread in the different models is the presence of an
input protein I, i.e. the input message, with a probability mass
function (pmf) on the transmitted symbols injected in the MC
system at time 𝑡0 𝑃

(
I𝑡0

)
and of a destination message, a protein Z.

Each transmitted symbol is composed by a number of molecules
of I. A chain of chemical reactions leads to the production of Z
starting from I. The number of molecules of the output protein Z
present in the MC system is evaluated at steady-state, to avoid the
effects of the transient behavior of the chemical reactions. We refer
to the pmf of the destination protein Z at steady-state as 𝑃

(
Z𝑡𝑠

)
.

We quantify the amount of information exchanged between
input and output message with the mutual information (MI) de-
fined as difference of entropies [7] 𝐼

(
I𝑡0 ,Z𝑡𝑠

)
= 𝐻

(
I𝑡0

)
+ 𝐻

(
Z𝑡𝑠

)
−

𝐻
(
I𝑡0 ,Z𝑡𝑠

)
, where𝐻

(
I𝑡0

)
,𝐻

(
Z𝑡𝑠

)
,𝐻

(
I𝑡0 ,Z𝑡𝑠

)
are, respectively, the

entropies of I at time 𝑡0, of Z at steady-state and the joint entropy
of I𝑡0 and Z𝑡𝑠 . Notice that we consider I and Z at two different in-
stants of time. This is because we want to examine the information
exchange between the input message at the time in which trans-
mission starts, that is 𝑡0, and the destination message at the time it
is fully received, i.e at steady-state.

The entropy of a generic discrete variable 𝑋 depends on its pmf
𝑃 (𝑋 ) as 𝐻 (𝑋 ) = −∑𝑁

𝑖=0 𝑃 (𝑥𝑖 ) log𝑏 𝑃 (𝑥𝑖 ) [7], where 𝑏 is the base
of the logarithm that determines its unit of measure. Therefore,
we need to evaluate 𝑃

(
I𝑡0

)
, 𝑃

(
Z𝑡𝑠

)
and 𝑃

(
I𝑡0 ,Z𝑡𝑠

)
to obtain an an-

alytical form of the information exchange between I and Z. The
pmf of the input 𝑃

(
I𝑡0

)
is one of the variables on which the MI

depends. By solving the Chemical Master Equation (CME) [4] at
steady-state, we express 𝑃

(
Z𝑡𝑠

)
and 𝑃

(
I𝑡0 ,Z𝑡𝑠

)
as function of both

the parameters of the chemical reactions of the system and 𝑃
(
I𝑡0

)
.

The motivations behind the choice of the CME to model the behav-
ior of the system are two. First, we consider the accuracy of the
results worth the complexity of the calculations. Furthermore, the
CME does not take into account any stochastic effects other than
the ones given by chemical reactions. In this way, we can selec-
tively quantify the effect of retroactivity on information exchange
for different biomolecular system models.

In this paper we analyze the three signaling systems [4] showed
in Figure 1. The first is an isolated signaling system, which is not
connected to any downstream target. The second and the third
are connected through Z, respectively, to one and 𝑁 downstream
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Figure 1: Diagramof the signaling system (a), with one down-
stream system connected to the output (b), with 𝑁 down-
stream systems connected to the output (c).

systems. The third model, having more downstream systems con-
nected, could be seen as a broadcast channel [7], in which the
output of the upstream system Z is the same message sent to differ-
ent receivers, i.e. the downstream systems. The chemical reactions

modeling the upstream system are I + E
k𝐷0−−−⇀↽−−− M, M

c1−−−→ E + Z,

Z
c2−−−→ I with conservation law E𝑡𝑜𝑡 = E+M, where I is the protein

(input message) that binds with an enzyme E to form the complex
M, that in turn is transformed in the output protein Z [4]. The last
chemical reaction composing the upstream system makes it cyclic.
This is a major discrepancy with respect to traditional telecommu-
nications models, which are unidirectional. Each 𝑗th downstream

system is composed of one reversible reaction Z + Dj

k𝐷3𝑗−−−−⇀↽−−−− Cj
with conservation law D𝑡𝑜𝑡 𝑗 = D𝑗 + C𝑗 , where the output of the
upstream system Z binds with the DNA D to form the complex C.
The coefficients k𝐷0 and k𝐷3𝑗

are the dissociation constants of the
reversible binding reactions and are equal, respectively, to k−

0/k+
0

and k−
3𝑗/k+

3𝑗 . The last conservation law fulfilled by each of the three
considered systems is I𝑡𝑜𝑡 = I+M+Z+∑𝑁

𝑗=1 C𝑗 . Thus, supposing no
M,Z,C𝑗 present in the system before 𝑡0, we can write I𝑡𝑜𝑡 (𝑡0) = I𝑡0 .

3 RESULTS
Wemake hypothesis on the values of E𝑡𝑜𝑡 , D𝑡𝑜𝑡 𝑗 and on the number
of input symbols 𝑛𝐼 and their corresponding I𝑡0 to compute the
solution of the CME. We choose 𝑛𝐼 = 2, meaning that there are two
available input symbols, one composed by 0 molecules of I (I𝑡0 = 0,
no transmission) while the second composed by one molecule of
I (I𝑡0 = 1). This corresponds to a Concentration On-Off Keying
modulation [8]. This choice allows the explicit enumeration of all
the microstates of the system, thus the analytical investigation of
the role of retroactivity in the information exchange between I𝑡0
and Z𝑡𝑠 . We seek to extend our analysis in future work to consider
larger molecular counts. Accordingly, we also set E𝑡𝑜𝑡 , D𝑡𝑜𝑡 𝑗 = 1.

It is possible to show that the formula of the MI between I𝑡0 and
Z𝑡𝑠 we obtain in the three cases is the same:

𝐼
(
I𝑡0 ,Z𝑡𝑠

)
= log𝑒

(
𝑃
(−𝑃0)
0 𝑃

(−𝑃1)
1

)
− log𝑒

(((
𝑃0

𝑃0 +𝐴𝑃1

) (−𝑃0) )
·
((

𝐴𝑃1
𝑃0 +𝐴𝑃1

) (−𝐴𝑃1) ))
(1)

[nat/symbol], where 𝑃0 and 𝑃1 are the probabilities of the two possi-
ble input symbols and𝐴 is a constant depending on the coefficients
of the chemical reactions. In the first case, when the signaling

system is isolated (Fig. 1(a)), we obtain 𝐴 = 𝐴0 =
(1+k𝐷0 )c2

c1+(1+k𝐷0 )c2
.

This shows that at steady-state the probability of the output Z𝑡𝑠
is affected by the presence of the reaction Z

c2−−−→ I that trans-
forms the output protein Z in the input I, not allowing the complete
consumption of I at steady-state. The term 𝐴 in the second and
third systems (Fig. 1(b), 1(c)) captures the impact of the retroac-
tivity on the information exchange. In these cases, the formula of
𝐴 is affected by the coefficients of the reaction(s) connecting the
upstream and the downstream system(s). In the second case, we
obtain 𝐴 = 𝐴1 = 1 − c1

c1+(1+k𝐷0 )c2+c1/k𝐷31

and for the third we

have 𝐴 = 𝐴𝑁 = 1 − c1
(1+k𝐷0 )c2+

(
1+∑𝑁

𝑗=1

(
1/k𝐷3𝑗

))
c1
. If we impose

𝑁 = 1 in the formula of 𝐴𝑁 we obtain 𝐴1, while if we remove the
downstream systems effect

∑𝑁
𝑗=1

(
1/k𝐷3𝑗

)
, we return to 𝐴0. The

last studied system captures the impact of retroactivity on the
information exchange performance in a generic biomolecular sig-
naling broadcast channel. If we suppose that all the 𝑁 downstream
systems have the same dissociation constant k𝐷3 , we can rewrite
𝐴𝑁 = 1 − c1

(1+k𝐷0 )c2+
(
1+𝑁/k𝐷3

)
c1
, that for 𝑁 → ∞ is equal to 1. If

we substitute 𝐴 = 1 in Eq. (1), we obtain that 𝐼
(
I𝑡0 ,Z𝑡𝑠

)
= 0, i.e.

I𝑡0 , Z𝑡𝑠 are completely independent. This is a coherent result if we
note that, for infinite downstream systems, the probability of the
number of free molecules of Z𝑡𝑠 being different from 0 tends to 0,
independently from the value of I𝑡0 .

We note that for c2 = 0, i.e. if the upstream system is not cyclic,
𝐴0 becomes 0, leading to 𝐼

(
I𝑡0 ,Z𝑡𝑠

)
= log𝑒

(
𝑃
(−𝑃0)
0 𝑃

(−𝑃1)
1

)
, i.e. the

MI is equal to the entropy of I𝑡0 . Thus, in this case I𝑡0 and Z𝑡𝑠
are fully dependent. On the contrary, removing the cycle in the
upstream system results in 𝐴𝑁 = 1 − c1(

1+∑𝑁
𝑗=1

(
1/k𝐷3𝑗

))
c1
. This is

because the load given by the connected downstream systems still
has an impact on the information exchange between I and Z by
subtracting free Z (output message) from the system environment.

4 CONCLUSION
In this paper, we show preliminary results on the evaluation of the
MI in different biomolecular signaling circuits. Through the solution
of the CME, we obtain an analytical formulation of the MI for
different system models and we quantify the impact of retroactivity
in different scenarios. This analysis lays the foundation for the
maximization of reliable shared information in biological systems.
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